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PR Agenda August 1, 2012

1) Update on Rwanda server and contingency plan and PR Training Update
TRAINING UPDATE

Carl: overview on training and trip: Carl August 12-17, Luke Aug 11-16, overview of training plan, training materials structure outline, plan on using moodle for materials. Do we have a repository for training materials? If so, this would be good for long term sustainability.
Rhonwyn: space on wiki.  

Liz: Ministry does not have a place for training materials. RHEA project will begin setting up a training platform/repository for training materials for ministry.

Carl: we would like to post our training materials on moodle, an e-learning management system.  It is open source, no license required.  Links to training materials on moodle can be added to the wiki.
Lorinne: had convo with Shaun and Odysseus yesterday.  Lorinne and Liz would like to coordinate so training materials have same look and feel and are harmonized.  Easier for end user.

Server and Contingency Plan
Plan was to use production server to host live data for training.  Is there an update on the server or any estimate as to when the server will be online?  

Rhonwyn: We were expecting that server available for the training.  In case it is not, suggests we use virtual machines. Carl remembers that we agreed not to take data out of ministry.  Rhonwyn reminds that it cannot be in the cloud.
Liz – there was a conversation about a server at the Ministry that was available.  What happened to that?  Rhonwyn – there is a machine at the ministry.  Needed our specs.  Richard says no.  Use virtual machines.  

Carl: setting up a virtual machine takes time – we need to know if we should begin building virtual machines.  
Follow contingency plan.  Do not plan on using a server at the Ministry for the training.  

Dykki: should we think about bringing an appliance that can be used in the Ministry?

Wayne: Yes. We should look into bringing hardware into the ministry 

Dykki: we could bring an appliance, already configured, into the ministry for short term, contingency solution.  Will keep data out of cloud and internal to the ministry.

Concern expressed over ownership and maintenance of machine; sets expectations for other registries.  This will be up to Rhonwyn.  Liz will bring to Richard’s attention.
2)  Interface disparities (eg: PR, Facility, other?)

Dykki: Diparity among the User Infaces really emerged at Oscon when saw demo of Facility Registry.  Realized we had not taken a close look at the distinct UI among the registries.  Different systems, same users.  Do we want systems seen as separate and disparate?  Is this ok for end user?

Should we find ways to better link the UI among registries?  Easier for the end users?  More consistency among applications?  Is this something we need to worry about or are we good to go? 

Liz: thought about this around Facility Registry.  But Client and Provider Registry meant to be managed by a handful of people who won’t necessarily manage the FR.  Linking registries after Sept hugely beneficial but not now.  A lot of things are already the in post-September bucket for discussion.  Need to prioritize list of post-September items.  UI should look more similar to OpenEMPI from a user perspective.  Liz asks Rhonwyn to add to September meeting agenda.  Be prepared to discuss at September mtg.  
Carl: What can we adjust to align with other registries?

Wayne: no need to dedicate resources to align UI for September.  

Liz: Shaun and Lorinne need to pattern CR after PR rather than create their own from scratch.

3) Reports and Discussion  

Please see:   http://ec2-23-20-99-105.compute-1.amazonaws.com/providerregistry/  

Username = rhea, Password = rhea
Carl: added reports since last call.  Log in to see sample reports – this will give you a sense of what we can do rapidly with reporting system.  Can someone run this by Richard for input?  Need to add actual data into system.  This is a hosting problem. We will add actual data before going live.
4) Web Services API

Please see:  http://ec2-23-20-99-105.compute-1.amazonaws.com/webservices/api.php 
Wayne: can certainly try and get consistent look and feel.
Carl: please send thoughts and suggestions on this.  We will continue discussion.
5) Plans for scale up (post September)

Rhonwyn: each group keep list of ideas on wiki

Liz: these registries will eventually be of national scale.  But not everyone in Rwanda needs to be loaded initially.  Expectation is when we walk away that all registries be scaled up.

Should iHRIS be primary?  If a simple list, can use PR.

Action Items:
· Carl to send Moodle guidelines to Liz. Will also send links to our technical training materials on GRC. 

· (complete) Wayne sent link to terminology service: Below is the link to the Terminology Service as discussed on the call:  http://ts.jembi.org/

August 8 PR call Agenda: 

· Trip update  

· Training Plans

· Contingency Plan if server not available
