PR Call October 31
Participants:

Dykki

Luke

Carl

Brooke

Tiffany

Rhonwyn

Jamie

Wayne

Ryan

Security for PR (Update from Ryan)
Ryan: Sent link to security document which outlines each of the registries and infrastructure. Noted three short term responsibilities of security tasks.   

https://jembiprojects.jira.com/wiki/display/RHEAPILOT/Short-term+Security+Enhancement+Plan
Jembi will responsible for anything not application specific.  Jembi needs access to registry boxes.  Implement back up script.  
Ryan will send out specific details on what needs to be done.  Now, needs access to registries.  Jembi will implement security changes.

Discussion:   How long will we keep backups?  Ryan: no script yet to do that.  Does Carl have script that does that?  Carl: yes.  He and Luke will provide a script.
Carl: question – motivation for moving HSS port?

Ryan: This was discussed at RHEA mtg.  Best practice.  To stop people from accessing ports.  Access and security issue.

Rhonwyn: this is on tomorrow’s agenda and options will be discussed on the Working Group call.
Web Services for PR
 http://www.ihris.org/wiki/Provider_Registry_Web_Services
Carl: Posting for someone.  We have start and end date for posting at facility.  Don’t want to invalidate a message because the date it is processed does not match date provider was at post.  How to handle?

· Capture at facility and look at dates that might invalidate message.  Carl: leaving out for now and this is a gap we will need to address.  Will come back to it a later date.

· General overall architecture for web services: HL7  (on hold for now).  

· Queries where you get a list of valid IDs, URLs to allow editing of providers and posts.

· Review 3rd web service: provider details, add post, edit provider….do we need to make any adjustments at this point?

· XML.  No linking among registries for now.  Ryan happy with having it in there.  Links to other fields good idea.
· Carl: security – we will put in authentication levels?  PR needs X, Facility needs Y or will IO layer handle security for all services?

· IO layer will handle these restrictions.  PR doesn’t need to add now.  

· Carl: Do the services we provide fit into role IO layer is enforcing?  

· Yes.  The web service restriction services we have now do fit granularity of services.

· Carl: When do we need the demo version ready for Ryan?

· Ryan has this week and next for security.  Then away for 2 weeks and then on leave.  Back in January.  Pick up in January.  What is timeframe?

· Rhonwyn, Ryan, Wayne ok to wait for January.  Highest priority: focus on security aspects.

· Carl: Point of Care apps, FR interface – should we pull to Thursday call or keep on PR call?
· Project call. Work out details.  Have discussion on tomorrow’s call.

Discussion on new Track 1 Activities and budget implications

Implement Security Measures:
No questions for existing web services. We will move to track 1.

Evaluate NDC Policies:

Need to have someone at IH review and comment on documents.  A few hours at most.  Document what policies are, document what needs to be in place, document amendments as needed.  

Dykki: Track 1 more complex than we thought.  Use one day each Dykki, Carl, Luke (spread over several days/calls) to review, comment.  

Capacity Development in Backup and DRP (Train and Mentor Resource)/ Develop Backup and DRP Solution/Test Backup and DRP Solution in Pre-Production:  

Wayne: develop backup solution.  Also consider time it will take to train to Ministry team to run backup procedures.  Configure and monitor backups on machines in multiple sites  = mentor technical team.  Initial training, manage process, throughout the year, monitor and help and mentor through 2013.  Then Ministry will be responsible.  

Rhonwyn: also a need for refresher training.  

Dykki:  Should we fold refresher training into this activity?

Carl: remote training and mentorship or will this happen during a trip?

Wayne: we proposed to Jembi 2 calls a month to discuss how they are using and monitoring registries.  Will then know if we need IH and Jembi in country for training.  
Carl: if we need to train in country, can add this activity into SOW for a trip already budgeted (March?)  Restore procedure – will require F2F training.  If something is needed prior to March trip, Luke and Carl will intervene and see what will be needed.

Dykki: consistency among registries needed.  A toolkit for users to reference.  Consistency will be important for end users.

Wayne: at application level, IH should recommend how to design.  Review of backup, fail over should be consistent.

Carl: is there a central backup server we will all be using? Need to be consistent.  We can write scripts quickly.

Ryan:  will send out email with sample scripts 

Carl: will there be a backup monitoring system we can all key into?

Wayne: need to discuss with larger group

Dykki: we will help with consistency among systems for all registries

Fail Over Service:

Wayne: Need to start a discussion around this.

Carl: Track 1, discussion.  Implement Track 2.  1 day for failover.

Registry Mentorship and HIE Implementation Support:

Dykki: Clarification needed around the distinction between mentorship and implementation support
Rhonwyn: mentorship will be time allocated to those managing registries.  Call every few weeks to make sure questions are being answered.  Implementation support: offering tech support for system. 

Wayne: mentorship – budget a few hours per week. Call every 2 weeks to guide, take ownership.  
Carl: PR has less need for support than other registries might need.  Suggests a group call with all registries and all leads we train in ministry.

Wayne: usage on current system, errors, validation messages, providers having invalid IDs.  These will probably be most common issues.

· Wayne will schedule these calls

Next PR Call:
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